
probability
1. Principle of probability,     1≥p ≥ 0

2. Sample space . P(s)=1

3. Events.

4. Properties of probability

5. Binomial distribution.

6. Poisson distribution. 



Probability is the branch of mathematics concerning numerical descriptions of 

how likely an event is to occur, or how likely it is that a proposition is true. ... The 

higher the probability of an event, the more likely it is that the event will occur

1.0  ≥P≥ 0

Basic Probability Rules:

•Probability Rule One (For any event A, 0 ≤ P(A) ≤ 1)

•Probability Rule Two (The sum of the probabilities of all possible 

outcomes is 1)

•Probability Rule Three (The Complement Rule)

•Probabilities Involving Multiple Events

•Probability Rule Four (Addition Rule for Disjoint Events)

•Finding P(A and B) using Logic

•Probability Rule Five (The General Addition Rule)

The probability of an outcome e in a sample space S is a number P between 1 
and 0  that measured the likelihood  that e will occur on a single trial of the 
corresponding random experiment , the value of P =0 correspond to out come  e 
being impossible and the value of P =1 correspond to the out come  e being 
certain  

https://bolt.mph.ufl.edu/6050-6052/unit-3/module-6/#rule1
https://bolt.mph.ufl.edu/6050-6052/unit-3/module-6/#rule2
https://bolt.mph.ufl.edu/6050-6052/unit-3/module-6/#rule3
https://bolt.mph.ufl.edu/6050-6052/unit-3/module-6/#multev
https://bolt.mph.ufl.edu/6050-6052/unit-3/module-6/#rule4
https://bolt.mph.ufl.edu/6050-6052/unit-3/module-6/#and
https://bolt.mph.ufl.edu/6050-6052/unit-3/module-6/#rule5


BASIC PROPERTIES OF PROBABILTY:



SOLVED EXAMPLES:





IMPORTANT POINTS TO REMEMBER:



















Probability Distributions

Probability distributions are a fundamental concept in statistics. They are used both on a 

theoretical level and a practical level.Some practical uses of probability distributions are:

•To calculate confidence intervals for parameters and to calculate critical regions for 

hypothesis tests.

•For univariate data, it is often useful to determine a reasonable distributional model for the 

data.

•Statistical intervals and hypothesis tests are often based on specific distributional assumptions. 

Before computing an interval or test based on a distributional assumption, we need to verify 

that the assumption is justified for the given data set. In this case, the distribution does not need 

to be the best-fitting distribution for the data, but an adequate enough model so that the 

statistical technique yields valid conclusions.

•Simulation studies with random numbers generated from using a specific probability 

distribution are often needed.

Binomial Distribution:







Example 1:







It is symmetrical!



Making a Formula

Now imagine we want the chances of 5 heads in 9 tosses: to list all 512 outcomes 
will take a long time! So, the formula could be established as follows:

Example 2:
with 3 tosses, what are the chances of 2 Heads?
We have n=3 and k=2:



Example 3 with 9 tosses, what are the chances of 5 Heads?
We have n=9 and k=5:





Example 







Poisson distribution:
A Poisson distribution is a tool that helps to predict the probability of certain events from 

happening when you know how often the event has occurred. It gives us the probability of a given 

number of events happening in a fixed interval of time.

Poisson distributions, valid only for integers on the horizontal axis. 
λ (also written as μ) is the expected number of event occurrences.

https://www.statisticshowto.com/probability-and-statistics/probability-main-index/




Where:

•The symbol “!” is a factorial.

•μ (the expected number of occurrences) is sometimes written as λ. 

Sometimes called the event rate or rate parameter.

Example question

The average number of major storms in your city is 2 per year. What 

is the probability that exactly 3 storms will hit your city next year?

•μ = 2 (average number of storms per year, historically)

•x = 3 (the number of storms we think might hit next year)

•e = 2.71828 (e is Euler’s number, a constant)

https://www.statisticshowto.com/factorial-distribution/#definition
https://www.statisticshowto.com/rate-parameter/
https://calculushowto.com/eulers-number/


•P(x; μ) = (e-μ) (μx) / x!

•= (2.71828 – 2) (23) / 3!

•= (0.13534) (8) / 6

•= 0.180

The probability of 3 storms happening next year is 0.180, or 18%

As you can probably tell, you can calculate the Poisson distribution manually 

but that would take an extraordinary amount of time unless you have a 

simple set of data. The usual way to calculate a Poisson distribution in real 

life situations is with software like IBM SPSS.

https://www.ibm.com/analytics/spss-statistics-software


 

 

Example 1: A coin is thrown 3 times .what is the probability that at least one head is 

obtained? 

Sol: Sample space = [HHH, HHT, HTH, THH, TTH, THT, HTT, TTT] 

Total number of ways = 2 × 2 × 2 = 8.  Fav. Cases = 7 

P (A) = 7/8 

OR 

P (of getting at least one head) = 1 – P (no head)⇒ 1 – (1/8) = 7/8 

 

EXAMPLE: 2 Use die to the right answer the following  questions: 

The sample space is (1,2,3,4,5,6) 

 

Solved problems of probability 



Example 3: There are 5 green 7 red balls. Two balls are selected one by one without 

replacement. Find the probability that first is green and second is red. 

Sol: P (G) × P (R) = (5/12) x (7/11) = 35/132 

 

Example 4: 

 

 

Example 5: 

 A problem is given to three persons P, Q, R whose respective chances of solving it are 2/7, 

4/7, 4/9 respectively. What is the probability that the problem is solved? 

Sol: Probability of the problem getting solved = 1 – (Probability of none of them solving the 

problem) 

 

Probability of problem getting solved = 1 – (5/7) x (3/7) x (5/9) = (122/147) 

 

 

 



Probability Examples 

Examples 1 : 

A class of 40 student in Almustaqbal university college 

classified according to their hobbies as follows: 

Solution: 

hobbies Sport hobbies Not sport 
hobbies 

total 

Music 
hobbies 

4 10 14 

Not  music 
hobbies 

20 6 26 

 

If A is an events of music hobbies, and 

B is an events of sport hobbies. 

If we choose student randomly, calculate: 

P(A) , P(B) , P(A ⋂ B), P( A U B), P (A" ), P (A/B), P(B/A), P(B") 

 وان قوانين  المطلوب اعلاه كما يلي:

1- P(A) = Probability of music hobbies = 14/40 = 7/20= 0.35     

2- P(B)  =    Probability of sport hobbies = 24/40 = 3/5  = 0.6  

3- P(A⋂B)= means music hobbies intersect with sport 

hobbies= 4/40 = 1/10= 0.1 

4- P(A U B)= means union of = P(A) + P(B) – P(A⋂B) = 0.35 + 

0.6 - 0.1= 0.85 

5- P(A") =means  not from music hobbies=1- P(A) 

 =1- 0.35=0.65 

6- P(B")= means not from sport hobbies= 1- P(B) = 1-0.6= 0.4 

7- P(A/B) =  P (A ⋂ B)/P(B) = 0.1/0.6= 0.167 

8- P(B/A) = P (A ⋂ B)/P(A) = 0.1/0.35 = 0.285 

 

 من هواة الموسيقى علما انه من هواة الرياضه

 الموسيقى من هواة الرياضه علما انه من هواة



EXAMPLE  2 :  

A container has 6 red marbles and 4 black marbles. Two marbles are 

drawn without replacement from it. What is the probability that both 

of the marbles are black? 

CLARFICATIONS:  

The probability that two events A and B both occur is the probability of 

the intersection of A and B. It is denoted by A⋂B. 

1. When A and B are independent, the following equation gives the 

probability of A intersection B. P(A⋂B) = P(A).P(B) 

2. When A and B are mutually exclusive events, then P(A⋂B) = 0. 

3. The probability that events A and B both occur is equal to the 

probability that event A occurs times the probability that event B 

occurs, given that A has already happened. 

P(A⋂B) = P(A).P(B/A) 

Solution: 

Let A denotes the event that the first marble is black and B denotes the 

event that the second marble is black. 

No. of black marbles = 4 

Total no. of marbles = 10 

P(A) = 4/10 

Now we select from remaining marbles. 

So P(B/A) = 3/9. 

P(A⋂B) = P(A).P(B/A) 

= (4/10).(3/9) 

= 4/30 

= 0.133 



Notes : IMPORTANT 

Dependent and independent event in Probability 

In a probability notation, events 𝐴 and 𝐵 are independent if 

 𝑃 ( 𝐵 ∣ 𝐴 ) = 𝑃 ( 𝐵 ) . Events 𝐴 and 𝐵 are independent if and only if 

 𝑃 ( 𝐴 ∩ 𝐵 ) = 𝑃 ( 𝐴 ) × 𝑃 ( 𝐵 ) . 

 If 𝐴 and 𝐵 are dependent events, then 𝑃 ( 𝐴 ∩ 𝐵 ) = 𝑃 ( 𝐵 ∣ 𝐴 ) × 𝑃 ( 𝐴 ) . 

Example 3: 

 

 

That a current flows between A and B 

 



P(upper branch works)= P(C1).P(C2) = 0.7 x 0.6 = 

0.42 

For the lower branch as follows: 

 

Probability of lower branch = 0.65 x 0.65 = 0.4225 

 

=0.42 + 0.4225 – (0.42 x 0.4225) =0.66505 

As independent event then P( B1⋂B2) then this will 

equal to (P (B1) x P(B2). 

 



So the probability for the circuit to work is  

P(C5 ⋂(B1 U B2) = 0.97 x 0.66505 =0.645 . 

Example 4: 

The following circuit as shown below  with their items 

probability find the probability that the circuit operate 

functionally well. 

  

 

Solution: 

It is clear  the series treat by intersection ⋂ and the 

parallel treated by union U 

E2  and  E3  connecting in serious so, (intersection) 

E2 ⋂ E3 = P(E2) * P(E3) = 0.5 * 0.3 = 0.15 



E5 and E6  connecting in parallel  so, (union) 

P(E5)  U P(E6) = P(E5)  + P(E6) – P(E5) ⋂ P(E6) = 

0.5 + 0.4 – 0.5* 0.4 = 0.9 – 0.2 = 0.7 

This result (probability of  0.7) connecting in serious 

with  E4  so, 

P(0.7)  ⋂ P(E4 ) = 0.7 * 0.1 = 0.07 

0.07  connected in parallel with  0.15 so, 

P(0.07) U P(0.15) = 0.07 + 0.15 – 0.07*0.15=0.2095 

This will be connected  with  E1 in serious so, 

intersection yield, 

P(0.2095) ⋂ P(E1) = 0.2095 * 0.9= 0.18855  

 This will be connected  with  E7  in serious so, 

intersection yield, 

P(0.18855) ⋂ P(E7) = 0.18855 * 0.8 = 0.15084 

So, the probability for  the above circuit to work is  

0.15084 

 

 

 


