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1. Channel Capacity (Discrete channel):  

This is defined as the maximum of I(X,Y):  

𝐶 = 𝑐ℎ𝑎𝑛𝑛𝑒𝑙 𝑐𝑎𝑝𝑎𝑐𝑖𝑡𝑦 = max[𝐼(𝑋,𝑌)]           𝑏𝑖𝑡𝑠/𝑠𝑦𝑚𝑏𝑜𝑙 

Physically it is the maximum amount of information each symbol can carry to the 

receiver. Sometimes this capacity is also expressed in bits/sec if related to the rate of 

producing symbols r: 

𝑅(𝑋,𝑌) = 𝑟 × 𝐼(𝑋,𝑌)          𝑏𝑖𝑡𝑠/sec    𝑜𝑟 𝑅(𝑋,𝑌) = 𝐼(𝑋,𝑌)/𝜏 ̅ 

Channel capacity of Symmetric channels: 

The channel capacity is defined as max [𝐼(𝑋,𝑌)]: 

𝐼(𝑋,𝑌) = 𝐻(𝑌) − 𝐻(𝑌 ∣ 𝑋) 

𝐼(𝑋, 𝑌) = 𝐻(𝑌) +∑.

𝑚

𝑗=1

∑.

𝑛

𝑖=1

𝑃(𝑥𝑖 , 𝑦𝑗)log2⁡𝑃(𝑦𝑗|𝑥𝑖) 

But we have 

𝑷(𝒙𝒊, 𝒚𝒋) = 𝑷(𝒙𝒊)𝑷(𝒚𝒋|𝒙𝒊)    𝑝𝑢𝑡 𝑖𝑛 𝑎𝑏𝑜𝑣𝑒 𝑒𝑞𝑢𝑎𝑡𝑖𝑜𝑛 𝑦𝑖𝑒𝑙𝑑𝑒𝑠:   

𝐼(𝑋, 𝑌) = 𝐻(𝑌) +∑.

𝑚

𝑗=1

∑.

𝑛

𝑖=1

𝑃(𝑥𝑖)𝑃(𝑦𝑗|𝑥𝑖)log2⁡𝑃(𝑦𝑗|𝑥𝑖) 

If the channel is symmetric the quantity: 

∑𝑃(𝑦𝑗|𝑥𝑖)log2⁡𝑃(𝑦𝑗|𝑥𝑖) = 𝐾

𝑚

𝑗=1

 

Where K is constant and independent of the row number i so that the equation 

becomes: 

𝐼(𝑋, 𝑌) = 𝐻(𝑌) + 𝐾∑𝑃(𝑥𝑖)

𝑛

𝑖=1
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Hence          𝐼(𝑋,𝑌) = 𝐻(𝑌) + 𝐾         for symmetric channels  

Max of 𝐼(𝑋,𝑌) = max[𝐻(𝑌) + 𝐾] = max[𝐻(𝑌)] + 𝐾  

When Y has equiprobable symbols then max[𝐻(𝑌)] = 𝑙𝑜𝑔2𝑚  

Then   

𝐼(𝑋, 𝑌) = log2⁡𝑚 + 𝐾 

Or 

𝐶 = log2⁡𝑚 + 𝐾 

𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑐𝑦(𝜂) =
𝐼(𝑥, 𝑦)

𝑐
∗ 100% 

𝑟𝑒𝑑𝑢𝑛𝑑𝑎𝑛𝑐𝑦(𝑅) = 100% − 𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑐𝑦⁡ 

 

Example: Draw the channel model from the transmission matrix  

𝑷(𝒚/𝒙) = ⌊
𝟎. 𝟗 𝟎. 𝟏
𝟎. 𝟏 𝟎. 𝟗

⌋ 

Solution: 

 

 

Example: A binary symmetric channel with error probability of 0.3 and marginal  entropy  

H(y)= 0.97095 𝑏𝑖𝑡𝑠/𝑠𝑦𝑚𝑏𝑜𝑙. 

i- Draw the channel model. 

ii- Calculate the channel capacity. 

iii- Find the efficiency and redundancy. 
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Solution: 

i-The channel model is as following: 

 

 

 

 

 

 

+ 



   

5 
 

Department of Computer Engineering Techniques (Stage: 4) 
Information Theory and coding 

M.Sc. Ridhab Sami 

RidhabSami @mustaqbal-college.edu.iq 

 

Example: Given a binary symmetric channel with transmission matrix shown below; 

Determine the channel capacity, channel efficiency and redundancy. If p(x1=0.4). 

𝑷(𝒚/𝒙) = {
𝟎. 𝟖 𝟎. 𝟐
𝟎. 𝟐 𝟎. 𝟖

} 

Solution: 

P(x1)=0.4     , P(x2)= 1-0.4= 0.6 

𝑘 = ∑𝑃(𝑦𝑗 𝑥𝑖)𝑙𝑜𝑔2𝑃(𝑦𝑗 𝑥𝑖) =⁄⁄
0.8𝑙𝑛0.8 + 0.2𝑙𝑛0.2

𝑙𝑛2
= −0.721

𝑚

𝑗=1

 

𝐶 = 𝑙𝑜𝑔2𝑚+ 𝑘 = 𝑙𝑜𝑔22 − 0.721 = 1 − 0.721 = 0.279⁡𝑏𝑖𝑡/𝑠𝑦𝑚𝑏𝑜𝑙 

𝑃(𝑥, 𝑦) = 𝑃(𝑦 𝑥) ∗ 𝑃(𝑥) = (
0.8 ∗ 0.4 0.2 ∗ 0.4
0.2 ∗ 0.6 0.8 ∗ 0.6

) = (
0.32 0.08
0.12 0.48

)⁄  

P(y1)=0.32+0.12=0.44,    P(y2)=0.08+0.48=0.56 

𝐻(𝑦) = −∑𝑃(𝑦𝑗)𝑙𝑜𝑔2𝑃(𝑦𝑗) = − [
0.44𝑙𝑛0.44 + 0.56𝑙𝑛0.56

𝑙𝑛2
] = 0.989⁡𝑏𝑖𝑡/𝑠𝑦𝑚𝑏𝑜𝑙

𝑚

𝑗=1

 

𝐼(𝑥, 𝑦) = 𝐻(𝑦) + 𝑘 = 0.989 − 0.721 = 0.268⁡ 

𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑐𝑦 =
𝐼(𝑥, 𝑦)

𝑐
∗ 100% =

0.268

0.279
∗ 100% = 96.057% 

𝑟𝑒𝑑𝑢𝑛𝑑𝑎𝑛𝑐𝑦 = 100% − 𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑐𝑦 = 100% − 96.057% = 3.943% 

 

 

 

 


